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#### Abstract

Some beautiful classical results in the mathematics of Abelian integrals, algebraic functions and compact Riemann surfaces, which are relatively little used in physics applications (except in string theory), are shown to be relevant in the semiclassical theory of non-adiabatic collisions. These results are discussed in the context of the adiabatic theorem for the timedependent Schrödinger equation describing multi-(electronic) level molecular collision systems. It is found that the different potential energy surfaces governing nuclear motion can be regarded as a single algebraic function $\varepsilon(t)$ of the complex time variable $t$. The topological and analytic properties of the compact Riemann $t$-surface for this algebraic function then determine the nature of the non-adiabatic quantum transitions. The amplitudes of these transitions are given by a generalization of Dykhne's formula, whose main feature is an Abelian (action) integral of the Abelian differential $\varepsilon(t) \mathrm{d} t$. These ideas are applied to a rederivation of the Landau-Zener formula, which is shown to result from a model with a genus zero Riemann surface. A genus one model, illustrating more substantially the interplay between topology, analyticity and quantum transitions, is also discussed in detail.


## 1. Introduction

The semiclassical theory of collisional dynamics has a long and interesting history, reaching back to the early days of quantum mechanics [1]. During its initial phase it was regarded mainly as an approximation scheme to quantum mechanics, albeit a scheme with great intuitive appeal (that of classical mechanics) and practical applicability. The situation changed somewhat when it was realized, over two decades ago, that this theory can be cast in the language of Feynman path integrals [2,3], and that classical trajectories can be continued analytically into either the complex time or coordinate domain to yield quantum mechanical results [4]. From then on, semiclassical methodology acquired a more independent status and was developed more as a theoretical framework in its own right, while its applications in diverse fields of physics continued to grow [5]. More recently two important developments in theoretical physics have brought semiclassical theories very much to the fore. The first is the intense interest in the relationship between classical and quantum chaos in various dynamical systems and, more generally, in a deeper understanding of the relationship between classical and quantum mechanics [6]. The second is Berry's discovery $[7,8]$ of the universal presence of non-dynamical (geometrical) phases in the evolution of systems separable into 'fast' and 'slow' degrees of freedom, traditionally the prime focus of study by semiclassical techniques. These developments have not only yielded deep and unifying ideas in physics $[6,8]$ but also revealed the great utility of a host of mathematical
techniques. In particular topological and geometrical methods have assumed great relevance in many problems of collisional dynamics [8,9].

In this work we examine afresh the problem of non-perturbative solutions to the timedependent Schrödinger equation describing non-adiabatic transitions in a multi-level system. We hope to demonstrate that certain well established, beautiful, but relatively little used, results in classical function theory and algebraic geometry provide a remarkably natural and appealing framework for the description of the physics of non-adiabatic transitions. In our opinion, this framework also promises to yield calculational advantages as well as deeper insights into the nature of semiclassical mechanics.

Our problem traces back to the well known Landau-Zener formula for non-adiabatic transitions [10, 11]. Landau first exploited, within the framework of the JWKB approximation, the technique of calculating the classical action to yield a quantum mechanical transition amplitude by complexification of the nuclear coordinate variable. Dykhne [12] later generalized this method to obtain a non-perturbative solution to the time-dependent Schrödinger equation in the form of an energy contour integral over time treated as a complex variable. Pechukas [2], Miller [3,4] and Miller and George [4] then succeeded in formulating semiclassical dynamics (classical mechanics plus quantum superposition) in terms of Feynman path integrals and studied extensively the technique of time or coordinate complexification. Hwang and Pechukas [13] also attempted to justify the MillerGeorge theory by proving the existence of adiabatic contours in the complex time plane corresponding to non-adiabatic transitions along the real time axis. The significance of the Landau-Zener and Dykhne formulae and the Hwang-Pechukas adiabatic theorem beyond their immediate applicability was recently underscored by Moody et al [14] in the context of geometric phases in the complex time plane.

Although this large body of work was aimed chiefly at producing concrete and computationally useful results, it opens up many exciting avenues of exploration in the underlying mathematics. We will focus on the following situation. Let $H_{e l}(R ; r)$ be the electronic Hamiltonian in a molecular collision problem parametrized by the nuclear coordinates $R_{1}, \ldots, R_{m}$ ( $R$ and $r$ denote, collectively, the nuclear and electronic coordinates, respectively). We assume that there exists a finite $N$-dimensional subspace of the Hilbert space of electronic states that is invariant with respect to $H_{e l}(R ; r)$. The adiabatic potential energy surfaces for nuclear motion, $\varepsilon_{n}(R)$, satisfying the Schrödinger equation

$$
H_{e l}(R ; r) \phi_{n}(R ; r)=\varepsilon_{n}(R) \phi_{n}(R ; r)
$$

can then be obtained by solving a polynomial equation (in $\varepsilon$ ) of the form

$$
\varepsilon^{N}+\alpha_{1}(R) \varepsilon^{N-1}+\cdots+\alpha_{N}(R)=0
$$

in which $\alpha_{i}(R)$ are functions of the matrix elements of $H_{e l}$ in an arbitrary representation. This polynomial equation defines a complex analytic variety $\mathbb{V}$ in $\mathbb{C}^{m+1}$. If we further assume the existence of classical trajectories for nuclear motion, then each of the nuclear coordinates $R_{i}$ becomes a function of the time variable $t$. These functions, when analytically continued, can be regarded as single-valued meromorphic functions of the complex-valued time variable. The time variable serves to parametrize a curve in $\mathbb{V}$ defined by

$$
\varepsilon^{N}+a_{1}(t) \varepsilon^{N-1}+\cdots+a_{N}(t)=0
$$

where $a_{i}(t) \equiv \alpha_{i}(R(t))$. In the case of only one nuclear coordinate $(m=1)$ the nuclear trajectory $R(t)$ and $\varepsilon(t)$ (defined by the above equation) actually furnish a uniformization of $\mathbb{V}$. In the more general case $(m>1)$, we can still use the function $\varepsilon(t) \equiv \varepsilon\left(\alpha_{i}\left(R_{j}(t)\right)\right)$ to impose a complex structure on the curve parametrized by $t$, and thus obtain the corresponding Riemann surface of $\varepsilon(t)$. The main question is then the following. When
classical mechanics is analytically continued in the above sense, how do the topological and complex structures of the resulting Riemann surface affect the dynamics of a system described semiclassically by the Schrödinger equation? We will approach this problem from the viewpoint of a physicist, and address this work mainly to physicists who, like the author, may not be entirely at home with the theory of Riemann surfaces and algebraic curves. Our discussion on the relevant mathematics will thus be quite elementary and largely non-technical.

We begin by showing how the different branches of an algebraic function may correspond precisely to the different potential energy curves in a multi-level problem. Next we relate the analytic properties of this function to the genus of its Riemann surface by the Riemann-Hurwitz formula [15] (section 2). A generalization of Dykhne's formula is then proposed with the help of the Hwang-Pechukas adiabatic theorem in the complex plane (section 3). In section 4 we demonstrate the power and elegance of the Riemann surface approach by providing yet another derivation of the Landau-Zener formula-an entirely function theoretic one that highlights the crucial roles played by topology and analyticity. We will see that the model on which this formula is based leads to a genus zero Riemann surface-topologically a 2 -sphere, with trivial fundamental group (all closed loops deformable to a point). This topological feature is the deciding factor contributing to the simplicity of the formula (equation (27)). Section 5 pursues a simple model leading to a genus one Riemann surface-topologically a 2-torus. This slight complication in topology, together with a corresponding complication in the analytic properties of the Abelian action differential, lead to an interesting but much more complicated counterpart of the LandauZener formula, involving the fundamental periods of elliptic functions. Our discussion of the genus one model also makes contact with the Riemann-Roch theorem [16], a powerful, classical theorem relating the analytic properties of meromorphic functions and Abelian differentials on a Riemann surface to the topology of the surface. Finally, section 6 is devoted to some speculations on the directions for further study.

## 2. Quantum transitions as manifestations of topology and analyticity

We assume that the time-dependent Schrödinger equation

$$
\begin{equation*}
H(t) \Psi(t)=\mathrm{i} \hbar \frac{\partial \Psi}{\partial t} \tag{1}
\end{equation*}
$$

describes the time evolution of non-degenerate electronic states in a molecular collision system. The Hamiltonian $H(t)$ depends on time implicitly through a choice of nuclear trajectories $R(t)$. The instantaneous eigenfunctions $\phi(t)$ of $H(t)$ satisfying

$$
\begin{equation*}
H(t) \phi_{n}(t)=\varepsilon_{n}(t) \phi_{n}(t) \tag{2}
\end{equation*}
$$

are assumed to form a complete orthonormal set, where $\varepsilon_{n}(t)$, for real $t$, is the potential energy curve governing nuclear motion on the $n$th electronic level in the adiabatic (diagonal) representation. Non-degeneracy means that $\varepsilon_{i}(t) \neq \varepsilon_{j}(t)$ for all real $t$, and $i \neq j$. For molecular collision problems, one usually works with a finite-dimensional subspace of the Hilbert space generated by $\left\{\phi_{n}\right\}$ that is invariant under $H$. For an $N$-level problem, and in an arbitrary representation $\left\{\theta_{n}(t)\right\}$, the $N \times N$ hermitian matrix representing $H(t)$ is not necessarily diagonal, and the $\varepsilon_{n}(t)$ are obtained from diagonalization, i.e. solutions of the characteristic equation

$$
\begin{equation*}
\operatorname{det}\left|H_{i j}(t)-\varepsilon\right|=0 \tag{3}
\end{equation*}
$$

where

$$
H_{i j}(t) \equiv\left\langle\theta_{i}\right| H\left|\theta_{j}\right\rangle
$$

Equation (3) is in general a polynomial equation of the form

$$
\begin{equation*}
\varepsilon^{N}+a_{1}(t) \varepsilon^{N-1}+\cdots+a_{N}(t)=0 \tag{4}
\end{equation*}
$$

where the coefficients $a_{i}(t)$ are functions of $H_{i j}(t)$. This equation defines an affine analytic curve in $\mathbb{C}^{2}$.

For fixed real $t$, non-degeneracy and the fundamental theorem of algebra imply that there are $N$ distinct real roots-the eigenvalues $\varepsilon_{i}(t), i=1,2, \ldots, N$. However, and this is the crucial point, there always exist complex values of $t$ for which equation (4) has repeated roots. These complex $t$ values are the branch points of the multivalued function $\varepsilon(t)$ determined by equation (4). $\varepsilon(t)$ can be made single valued by considering its domain as an $N$-sheeted Riemann surface $M$ (instead of the complex plane $\mathbb{C}$ ) whose sheets are joined together at the branch points and along cuts. The details of how these cuts are made do not affect the topology of the surface. What is important for our physical application is that the topology dictates the possible non-homotopic smooth paths on $M$ (those not continuously deformable into each other) along which $\varepsilon(t)$ varies from eigenvalue of $H$ to another. Distinct, non-intersecting, potential energy curves $\varepsilon_{i}(t)$ considered as $N$ real functions of real $t$, in fact, when analytically continued, constitute a single potential energy meromorphic function $\varepsilon(t): M \rightarrow \mathbb{C} U\{\infty\}$, where $M$ is a Riemann surface, i.e. a onedimensional connected complex manifold.

Thus the dynamics of a multi-level system can conveniently be viewed as dynamics on a Riemann surface whose topological and complex structures determine the nature of quantum transitions. We will see (in the examples discussed in sections 4 and 5) that such topological properties as the genus, the fundamental group $\Pi_{1}(M)$ and the first homology group $H_{1}(M)$, as well as such analytical properties as the degree of $\varepsilon(t)$ (the number of branches), and the singularities and residues of the Abelian differential $\varepsilon(t) \mathrm{d} t$, all play very important roles.

It is a remarkable theorem [17] in classical function theory that if the coefficients $a_{i}(t)$ in equation (4) are rational functions of $t$, then the Riemann surface of $\varepsilon(t)$ is compact (homeomorphic to a sphere with $g$ handles, $g=0,1,2, \ldots$ being the genus of the surface). Under the conditions of this theorem, equation (4) defines an algebraic curve [16] and the meromorphic function $\varepsilon(t)$ is an example of an algebraic function [17]. The converse of this theorem is also true: any compact Riemann surface is conformally equivalent to the Riemann surface of some algebraic function. The simple topology of compact Riemann surfaces allows a relatively straightforward identification of the paths leading to quantum transitions based on $\Pi_{1}(M)=\mathbb{Z}^{2 g}$ for a surface of genus $g$, as well as relatively simple calculations of the corresponding action integrals based on $H_{1}(M)$. This will be discussed further in the next section and demonstrated in some detail for the genus one example in section 5.

The genus $g$ of the Riemann surface of the algebraic function $\varepsilon(t)$ can be easily determined by another remarkable theorem for compact Riemann surfaces-the RiemannHurwitz formula [17]-which relates $g$ to the number of branch points ( $B$ ), and the degree $(N)$, of $\varepsilon(t)$. Specifically

$$
\begin{equation*}
g=B / 2-N+1 \tag{5}
\end{equation*}
$$

This formula immediately implies that the number of branch points must be even. Its simple and straightforward utility will again be illustrated in the examples in sections 4 and 5 .

Of course there is no a priori reason why the coefficients $a_{i}(t)$ in equation (4) should be rational functions of $t$ and, in fact, in many semiclassical model studies [1], they are not. Rational functions, however, can in practice be used to approximate any smooth function locally to any desired degree of accuracy. As will be seen below, the Landau-Zener model is based on approximating potential curves locally (near the crossing point) by the simplest possible non-trivial rational functions of $t$ (linear functions). The success and importance of this model has motivated us to exploit the convenient properties of compact Riemann surfaces in our investigation. Thus, in this work, we will confine our attention to models of the Hamiltonian $H(t)$ leading to such surfaces.

## 3. The adiabatic theorem and Abelian integrals in the transition amplitude

The adiabatic theorem on the real time $(t)$ axis states that for a non-degenerate, slowly varying, time-dependent Hamiltonian $H(t)$ the solution $\Psi(t)$ of the Schrödinger equation (1) with $\Psi(0)=\phi_{n}(0)$ (cf equation (2)) is

$$
\begin{equation*}
\Psi(t)=\phi_{n}(t) \exp \left\{\mathrm{i} \gamma_{n}(t)-\frac{\mathrm{i}}{\hbar} \int_{0}^{t} \varepsilon_{n}(t) \mathrm{d} t\right\} \tag{6}
\end{equation*}
$$

in the semiclassical limit $\hbar \rightarrow 0$. The quantity

$$
\begin{equation*}
\gamma_{n}(t) \equiv \mathrm{i} \int_{0}^{t}\left\langle\phi_{n} \mid \dot{\phi}_{n}\right\rangle \mathrm{d} t \tag{7}
\end{equation*}
$$

is the so-called geometric (Berry) phase, which can be shown quite generally to be real provided $\left\{\phi_{n}(t)\right\}$ is an orthonormal set for all $t$.

The condition of adiabaticity (slow time variation of $H(t)$ ) amounts to the limit $T \rightarrow \infty$, where $T$ is the time interval over which $H(t)$ changes significantly. As pointed out by Hwang and Pechukas [13], there is a close connection between the adiabatic limit and the classical limit $\hbar \rightarrow 0$. The correspondence between these two limits is usually achieved by the time-scaling $\tau=t / T$, which leads to the time-scaled Schrödinger equation

$$
\mathrm{i} \hbar^{\prime} \frac{\partial \Psi^{\prime}}{\partial \tau}=H^{\prime}(\tau) \Psi^{\prime}(\tau)
$$

where $\hbar^{\prime} \equiv \hbar / T, H^{\prime}(\tau) \equiv H(T \tau)$, and $\Psi^{\prime}(\tau) \equiv \Psi(T \tau)$. However, Berry [18] also pointed out that the two limits are not in general equivalent, since $H^{\prime}(\tau)$ in the above equation may have a concealed $\hbar$-dependence. Thus the classical limit $\hbar \rightarrow 0$ (on both sides of the Schrödinger equation) and $T=$ constant may not be equivalent to the limit $T \rightarrow \infty$ while keeping $\hbar$ constant.

To restore the equivalence, we make a distinction between the classical limit ( $\hbar \rightarrow 0$ on both sides of the Schrödinger equation (1)) and the semiclassical limit ( $\hbar \rightarrow 0$ on only the right-hand side of equation (1)). This distinction is justified in the present context since $H(t)$ is presumably determined from a quantum mechanical treatment of the electronic motion, where $\hbar \neq 0$ strictly. In the semiclassical limit the parameters $a, b, c$ in our model Hamiltonians (equations (18) and (28)) are strictly constants (even though they may involve $\hbar$ in principle), and are not affected by the limit $\hbar \rightarrow 0$. The equivalence between the adiabatic and the semiclassical limits is borne out by the Landau-Zener formula (equation (27)), in which $a \propto 1 / T$ and $b=$ constant.

Hwang and Pechukas [13] also generalized the adiabatic theorem from the real axis to the complex plane $\mathbb{C}$ to incorporate quantum transitions from state $i$ to state $j$. This result can be restated in terms of the $t$-Riemann surface: if the energy function $\varepsilon(t)$ is viewed as a function on the Riemann surface $M, \varepsilon(t): M \rightarrow \mathbb{C} \cup\{\infty\}$, specified by equation (4),


Figure 1. A contour $\mathcal{C}_{\mu}$ from the point $t=0$ on the real axis of the $i$ th Riemann sheet $\left(0_{i}\right)$ to the point $t=0$ on the real axis of the $j$ th Riemann sheet $\left(0_{j}\right)$ along which the adiabatic theorem holds. The contour leads to a quantum transition from state $i$ to state $j$. In the general case sheets $i$ and $j$ may not be connected directly.
then there exists a contour $\mathcal{C}$ on $M$ leading from the $i$ th sheet to the $j$ th sheet such that equation (6) holds along $\mathcal{C}$ in the semiclassical limit $\hbar \rightarrow 0$. Figure 1 illustrates one such contour $\mathcal{C}_{\mu}$. ( $\mu$ is a homology index, as explained below.) The adiabatic theorem thus implies that, along $\mathcal{C}$, the solution to the Schrödinger equation (1) describing a system initially in state $i$ is given by

$$
\begin{equation*}
\Psi_{\mathcal{C}}(t)=\phi_{\mathcal{C}}(t) \exp \left\{\mathrm{i} \gamma_{\mathcal{C}}(t)-\frac{\mathrm{i}}{\hbar} \int_{0_{i}(\mathcal{C})}^{t} \varepsilon(t) \mathrm{d} t\right\} \tag{8}
\end{equation*}
$$

where $\phi_{\mathcal{C}}(t)$ is the analytic continuation of $\phi_{i}(t)$ from the real time axis (on the $i$ th sheet of $M)$ to other regions of $M$ along $\mathcal{C}$. The geometric phase $\gamma_{\mathcal{C}}(t)$ in equation (8) is given by

$$
\begin{equation*}
\gamma_{\mathcal{C}}(t)=\mathrm{i} \int_{0_{i}(\mathcal{C})}^{t} \mathrm{~d} t\left\langle\phi_{\mathcal{C}}(t) \mid \dot{\phi}_{\mathcal{C}}(t)\right\rangle \tag{9}
\end{equation*}
$$

Now the general solution of the Schrödinger equation (1) on the real time axis is

$$
\begin{equation*}
\Psi(t)=\sum_{l=1}^{N} C_{l}(t) \phi_{l}(t) \exp \left\{-\frac{\mathrm{i}}{\hbar} \int_{0}^{t} \varepsilon_{l}(t) \mathrm{d} t\right\} . \tag{10}
\end{equation*}
$$

Equation (8) thus satisfies the boundary conditions

$$
\begin{equation*}
\Psi_{\mathcal{C}}\left(-\infty_{i}\right)=C_{i}(-\infty) \phi_{i}(-\infty) \exp \left\{-\frac{\mathrm{i}}{\hbar} \int_{0}^{-\infty} \varepsilon_{i}(t) \mathrm{d} t\right\} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{C}\left(\infty_{j}\right)=C_{j}(\infty) \phi_{j}(\infty) \exp \left\{-\frac{\mathrm{i}}{\hbar} \int_{0}^{\infty} \varepsilon_{j}(t) \mathrm{d} t\right\} \tag{12}
\end{equation*}
$$

where in the above two equations all time values are real and

$$
\begin{equation*}
\left|C_{i}(-\infty)\right|^{2}=1 \tag{13}
\end{equation*}
$$

The boundary condition equation (11) is equivalent to the following boundary condition on the geometric phase:

$$
\begin{equation*}
\exp \left(\mathrm{i} \gamma_{\mathcal{C}}\left(-\infty_{i}\right)\right)=C_{i}(-\infty)=\mathrm{e}^{\mathrm{i} \theta} \quad(\theta \text { real }) \tag{14}
\end{equation*}
$$

Comparing equation (8) with equation (12), we have
$\exp \left\{\mathrm{i} \gamma_{\mathcal{C}}\left(\infty_{j}\right)\right\} \exp \left\{-\frac{\mathrm{i}}{\hbar} \int_{0_{i}(\mathcal{C})}^{\infty_{j}} \varepsilon(t) \mathrm{d} t\right\}=C_{j}\left(\infty_{j}\right) \exp \left\{-\frac{\mathrm{i}}{\hbar} \int_{0_{j}}^{\infty_{j}} \varepsilon(t) \mathrm{d} t\right\}$.
Thus for a path $\mathcal{C}$ from $0_{i}$ to $0_{j}$ on which the adiabatic theorem holds, the transition amplitude from state $i$ to state $j$ is given by

$$
\begin{equation*}
C_{j}\left(\infty_{j}\right)=\exp \left\{\mathrm{i} \gamma_{\mathcal{C}}\left(\infty_{j}\right)\right\} \exp \left\{-\frac{\mathrm{i}}{\hbar} \int_{\mathcal{C}} \varepsilon(t) \mathrm{d} t\right\} \tag{16}
\end{equation*}
$$

The adiabatic theorem also necessarily implies that the path $\mathcal{C}\left(0_{i} \rightarrow 0_{j}\right)$ is one where the Abelian integral

$$
\int_{\mathcal{C}} \varepsilon(t) \mathrm{d} t
$$

has a negative imaginary part, to insure that as $\hbar \rightarrow 0$ the transition probability does not increase exponentially. This requirement applies only to the entire path and not necessarily to a localized segment. Indeed, any valid $\mathcal{C}$ can be written as

$$
\mathcal{C}=\mathcal{C}+\Delta \mathcal{C}-\Delta \mathcal{C}
$$

where $\Delta \mathcal{C}$ is a localized segment on which the above Abelian integral has a positive imaginary part.

In general there may be several non-homotopic paths $\mathcal{C}_{\lambda}$ in $M$ from $0_{i}$ to $0_{j}$ satisfying the adiabatic theorem, where $\lambda$ is a homotopy index. Consider $\lambda_{1} \neq \lambda_{2}$ such that $\mathcal{C}_{\lambda_{1}}$ and $\mathcal{C}_{\lambda_{2}}$ correspond to the same path $\left(\mathcal{C}_{\lambda_{1}}\right.$ and $\mathcal{C}_{\lambda_{2}}$ may consist of non-commuting loops traversed in different orders). One still has

$$
\int_{\mathcal{C}_{\lambda_{1}}} \varepsilon(t) \mathrm{d} t=\int_{\mathcal{C}_{\lambda_{2}}} \varepsilon(t) \mathrm{d} t
$$

or

$$
\int_{\mathcal{C}_{\lambda_{1}} \mathcal{C}_{\lambda_{2}}^{-1}} \varepsilon(t) \mathrm{d} t=0
$$

Now $f\left(\mathcal{C}_{\lambda}\right)=\int_{\mathcal{C}_{\lambda}} \varepsilon(t) \mathrm{d} t$ considered as a map $f: \Pi_{1}(M) \rightarrow \mathbb{C}$ is a group homomorphism provided two paths $C_{\lambda k_{1}}$ and $C_{\lambda k_{2}}\left(k_{1} \neq k_{2}\right)$ within the same homotopy class do not enclose singularities with non-zero residues of the Abelian differential $\varepsilon(t) \mathrm{d} t$. In this case, the fact that $\mathbb{C}$ is Abelian implies that $f$ is more appropriately considered as an injective map from $H_{1}(M)$ to $\mathbb{C}$, since, by a well known theorem, $H_{1}(M)$, the first homology group of $M$, is the Abelianization of $\Pi_{1}(M)$, i.e. $H_{1}(M)=\Pi_{1}(M) /\left[\Pi_{1}, \Pi_{1}\right]$, where $\left[\Pi_{1}, \Pi_{1}\right]$ is the commutator subgroup of $\Pi_{1}(M)$. Thus we need to label the paths leading to distinct values of the Abelian integral $\int \varepsilon(t) \mathrm{d} t$ by $\mathcal{C}_{\mu}$, where $\mu$ is a homology index, rather than a homotopy index.

Finally, to take into account the possible existence of singularities of $\varepsilon(t) \mathrm{d} t$ with nonzero residues, we recognize that, within each homology class $\mu$, there may be distinct paths $\mathcal{C}_{\mu k_{1}}$ and $\mathcal{C}_{\mu k_{2}}\left(k_{1} \neq k_{2}\right)$ such that

$$
\int_{\mathcal{C}_{\mu k_{1}}} \varepsilon(t) \mathrm{d} t \neq \int_{\mathcal{C}_{\mu k_{2}}} \varepsilon(t) \mathrm{d} t
$$

if the loop $\mathcal{C}_{\mu k_{1}} \mathcal{C}_{\mu k_{2}}^{-1}$ encloses such singularities. The total transition amplitude is thus given by

$$
\begin{equation*}
C_{j}\left(\infty_{j}\right)=\sum_{\mu} \exp \left\{\mathrm{i} \gamma_{\mathcal{C}_{\mu}}\left(\infty_{j}\right)\right\} \sum_{k} \exp \left\{-\frac{\mathrm{i}}{\hbar} \int_{\mathcal{C}_{\mu k}} \varepsilon(t) \mathrm{d} t\right\} \tag{17}
\end{equation*}
$$

where the sum over $\mu$ is over the homology classes and that over $k$ is over the paths in each homology class leading to distinct values, with negative imaginary parts, for the Abelian integral $\int \varepsilon(t) \mathrm{d} t$. We see that since $\gamma_{\mathcal{C}_{\mu}}\left(\infty_{j}\right)$ is real for all $\mu$, the geometric phase factor

$$
\exp \left\{\mathrm{i} \gamma_{\mathcal{C}_{\mu}}\left(\infty_{j}\right)\right\}
$$

gives a $U(1)$ representation of $H_{1}(M)$. Equation (17) displays clearly the importance of the topology of $M$ and the analytic properties of the Abelian integral $\int \varepsilon(t) \mathrm{d} t$ in the calculation of semiclassical transition amplitudes [19]. This equation for the transition amplitude is the generalization of Dykhne's formula that we seek. It will be the basis for our calculations in the next two sections. We note in advance that these calculations are based on examples with $g \leqslant 1$. The corresponding $\Pi_{1}(M)$ 's are Abelian and thus $\Pi_{1}(M)=H_{1}(M)$ for these cases.

## 4. The Landau-Zener formula revisited: dynamics on a genus zero Riemann surface

The simplest model describing non-adiabatic transitions is the Landau-Zener model for a two-state problem. In this model the electronic Hamiltonian $H(t)$ is given by

$$
H(t)=\left(\begin{array}{cc}
a t & b  \tag{18}\\
b & -a t
\end{array}\right)
$$

where $a$ and $b$ are positive real constants. Physically the diagonal elements represent two intersecting potential curves. Thus the quantity $a$ can be interpreted as the product of some instantaneous velocity of nuclear motion and the slope of one of the curves at the crossing point, while $b$ is the non-adiabatic coupling. The solutions of equation (3) or (4) for the adiabatic potential energy surfaces are immediately given by

$$
\begin{equation*}
\varepsilon(t)=\mp a \sqrt{\left(t+\mathrm{i} \frac{b}{a}\right)\left(t-\mathrm{i} \frac{b}{a}\right)} . \tag{19}
\end{equation*}
$$

The algebraic function $\varepsilon(t)$ thus has two branch points (at $t= \pm \mathrm{i} b / a$ ) and two branches. Setting $B=2$ and $N=2$ in equation (5) (the Riemann-Hurwitz formula), the Riemann surface $M$ of $\varepsilon(t)$ is seen to be of genus zero $(g=0)$, or topologically a 2 -sphere. This fact can also be seen very simply by the topological illustrations of figure 2, which shows one way of constructing $M$ from two distinct (cut) sheets of $\mathbb{C}$. (Other ways result from alternate ways of cutting the $t$-plane beginning and ending at the branch points $\pm \mathrm{i} b / a$. All lead to a 2 -sphere for $M$.)

The Abelian differential $\varepsilon(t) \mathrm{d} t$, with $\varepsilon(t)$ given by equation (19), clearly has singularities only at the two distinct points at infinity: $t=\infty_{1}, \infty_{2}$ (see figure 2). The subscripts 1 and 2 refer to the Riemann sheets corresponding to the - and + branches in equation (19), respectively. To determine the nature of these singularities, we let $z=1 / t$ and expand around $z=0$. Thus, letting $t_{B}=\mathrm{i} b / a$, we have

$$
\begin{align*}
\varepsilon(t) \mathrm{d} t & =\mp \frac{a}{z^{3}}\left(1+t_{B} z\right)^{1 / 2}\left(1-t_{B} z\right)^{1 / 2} \mathrm{~d} z \\
& = \pm\left(\frac{a}{z^{3}}-\frac{a t_{B}^{2}}{2} \frac{1}{z}+\cdots\right) \mathrm{d} z \tag{20}
\end{align*}
$$

Hence $\infty_{1,2}$ are third-order poles of $\varepsilon(t) \mathrm{d} t$ with non-zero residues given by

$$
\begin{equation*}
\operatorname{Res}\left(\infty_{\frac{1}{2}}\right)=\mp \frac{a t_{B}^{2}}{2}= \pm \frac{b^{2}}{2 a} \tag{21}
\end{equation*}
$$

(a) $\quad$| 1 |  |  |  |
| :--- | :--- | :--- | :--- |
|  |  | $0_{1}$ |  |
|  |  | ${ }^{-\mathrm{t}_{\mathrm{B}}}$ |  |


(b)

(c)

(d)


Figure 2. The construction of the Riemann surface $M$ (a 2 -sphere) of $\varepsilon(t)$ (equation (19)) for the Landau-Zener model. One proceeds from (a) distinct sheets of cut $\mathbb{C}$ planes (1 and 2) with the branch points and cuts as shown $\left(t_{B}=\mathrm{i} b / a\right)$, through 1-point compactifications to $(b)$ the corresponding Riemann spheres with cuts, through homeomorphic deformations of the cut-spheres to $(c)$ the corresponding hemispheres, and finally, by joining the hemispheres with matching boundaries, to $(d)$ the 2 -sphere. In $(a)$ sheets 1,2 correspond to the - and + signs in equation (19), respectively.

We note that equation (21) confirms the residue theorem: the sum of the residues of an Abelian differential on a compact Riemann surface is always zero [15].

The fundamental group $\Pi_{1}(M)$ for a 2-sphere $\left[=H_{1}(M)\right.$ ] is trivial (consisting only of the identity element). Hence in equation (17) for the transition amplitude there is no summation over $\mu$ (the homotopy classes of $M$ ) and the geometric phase factor $\exp \left\{\mathrm{i} \gamma_{\mathcal{C}_{\mu}}(\infty)\right\}$ (being a $U(1)$ representation of $\Pi_{1}(M)$ ) can be set equal to unity. For the transition $1 \rightarrow 2$, equation (17) then reads

$$
\begin{equation*}
C_{2}\left(\infty_{2}\right)=\sum_{k} \exp \left\{-\frac{\mathrm{i}}{\hbar} \int_{\mathcal{C}_{k}} \varepsilon(t) \mathrm{d} t\right\} \tag{22}
\end{equation*}
$$

where $\mathcal{C}_{k}$ is a path on $M$ from $0_{1}$ to $0_{2}$ (cf figures 1 and 2 ), and the sum over $k$ is over paths leading to distinct values (with negative imaginary parts) for the Abelian integral $\int \varepsilon(t) \mathrm{d} t$. (Distinct values arise because of the presence of singularities of $\varepsilon(t) \mathrm{d} t$ with non-zero residues.)

(a)

(b)

Figure 3. Direct paths leading to distinct values for the Abelian integral in equation (22) for the Landau-Zener model, whose Riemann surface is a sphere: $(a)$ shows the paths on the sphere; (b) shows these paths on the corresponding Riemann sheets, deformed to run entirely along the imaginary axes.

There are two direct paths on $M$, designated 1 and 2 in figure $3(a)$, that give rise to distinct values of $\int \varepsilon(t) \mathrm{d} t$. These can also be represented on the Riemann sheets of $\varepsilon(t)$ (cut planes) as in figure $3(b)$, in which the contours run entirely along the imaginary axes of the sheets. Since both branches of $\varepsilon(t)$ are real on the real axis (cf equation (19)), the reflection principle on $\mathbb{C}$ implies

$$
\begin{equation*}
\int_{(1)} \varepsilon(t) \mathrm{d} t=\left(\int_{(2)} \varepsilon(t) \mathrm{d} t\right)^{*} \tag{23}
\end{equation*}
$$

Furthermore, we can also conclude from equation (19) that both $\int_{(1)} \varepsilon(t) \mathrm{d} t$ and $\int_{(2)} \varepsilon(t) \mathrm{d} t$ are purely imaginary. Thus on setting $\int_{(1)} \varepsilon(t) \mathrm{d} t=\mathrm{i} I, I$ real, the residue theorem implies that (figure $3(a)$ )

$$
\begin{equation*}
\int_{(2)} \varepsilon(t) \mathrm{d} t-\int_{(1)} \varepsilon(t) \mathrm{d} t=-2 \mathrm{i} I=2 \pi \mathrm{i} \operatorname{Res}\left(\infty_{1}\right)=(2 \pi \mathrm{i})\left(\frac{b^{2}}{2 a}\right) \tag{24}
\end{equation*}
$$

According to equation (22), we have to sum over all paths $\mathcal{C}_{k}$ such that each $\int_{\mathcal{C}_{k}} \varepsilon(t) \mathrm{d} t$ has a negative imaginary part. Figure $3(a)$ and the value of $\operatorname{Res}\left(\infty_{1}\right)$ given by equation (21) show that, for a positive integer $k, \mathcal{C}_{k}$ is of the form

$$
\begin{equation*}
\mathcal{C}_{k}=(1)+k \text { clockwise loops around } \infty_{1} . \tag{25}
\end{equation*}
$$

(The anticlockwise loops yield positive imaginary parts for the integral.)
The transition amplitude can finally be written as

$$
\begin{equation*}
C_{2}(\infty)=\exp \left(-\frac{\pi b^{2}}{2 a \hbar}\right) \sum_{k=0}^{\infty} \exp \left(-\frac{\pi k b^{2}}{a \hbar}\right)=\frac{\exp \left(-\pi b^{2} / 2 a \hbar\right)}{1-\exp \left(-\pi b^{2} / a \hbar\right)} \tag{26}
\end{equation*}
$$

The leading term of the transition probability is thus

$$
\begin{equation*}
P_{1 \rightarrow 2} \simeq \exp \left(-\frac{\pi b^{2}}{a \hbar}\right) \tag{27}
\end{equation*}
$$

which is the Landau-Zener formula.
We note that $C_{2}(\infty)$ in equation (26) can only be interpreted as a transition amplitude if it is less than one, which is the case only when $\pi b^{2} / 2 a \hbar$ is larger than $\sim 0.5$ as $\hbar \rightarrow 0$. The Landau-Zener formula (equation (27)), however, suffers from no such limitation.

## 5. Dynamics on a genus one Riemann surface

We now consider the following Hamiltonian

$$
H(t)=\left(\begin{array}{cc}
a t & c  \tag{28}\\
c & b / t
\end{array}\right)
$$

where $a, b, c$ are positive real constants and $c^{2} \neq a b$. The solutions of equation (4) for the adiabatic potential energy surfaces are given by

$$
\begin{equation*}
\varepsilon(t)=\left(\frac{1}{2} a t+\frac{b}{t}\right) \mp \frac{a}{2 t} \sqrt{(t+\sqrt{\alpha})(t-\sqrt{\alpha})(t+\sqrt{\beta})(t-\sqrt{\beta})} \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
{ }_{\beta}^{\alpha}=\left(\frac{a b-2 c^{2}}{a^{2}}\right) \pm \frac{2 c}{a^{2}} \sqrt{c^{2}-a b} \tag{30}
\end{equation*}
$$

The algebraic function $\varepsilon(t)$ of equation (29) has two branches, and four branch points: $\pm \sqrt{\alpha}$ and $\pm \sqrt{\beta}$. The Riemann-Hurwitz formula then implies that $g=1$ (on setting $B=4$ and $N=2$ in equation (5)) and thus the Riemann surface $M$ of $\varepsilon(t)$ is topologically a torus. As in the previous section we use the branch indices 1 and 2 to designate the branches of $\varepsilon(t)$ corresponding to the - and + signs of equation (29), respectively.

The Abelian differential $\varepsilon(t) \mathrm{d} t$ is seen to have poles at $0_{2}$ and $\infty_{1,2}$, and zeros at $0_{1}$ and the branch points $\pm \sqrt{\alpha}$ and $\pm \sqrt{\beta}$. To find the orders of these zeros and poles and the associated residues we Laurent expand $\varepsilon(t) \mathrm{d} t$ around $t=0$ :

$$
\begin{equation*}
\varepsilon(t) \mathrm{d} t=\left[\frac{1}{2 t}(b \mp a \sqrt{\alpha \beta})+\frac{a t}{2}\left\{1 \pm \frac{\sqrt{\alpha \beta}}{2}\left(\frac{1}{\alpha}+\frac{1}{\beta}\right)\right\}+\mathrm{O}\left(t^{3}\right)\right] \mathrm{d} t \tag{31}
\end{equation*}
$$

and around $t=\infty$ (equivalently around $z=0$, for $z=1 / t$ ):
$\varepsilon(t) \mathrm{d} t=\left[-\frac{a}{2}(1 \mp 1) \frac{1}{z^{3}}+\left\{-\frac{b}{2} \mp \frac{a(\alpha+\beta)}{4}\right\} \frac{1}{z} \mp \frac{a}{16}(\alpha-\beta)^{2} z+\mathrm{O}\left(z^{3}\right)\right] \mathrm{d} z$
where in both equations (31) and (32) the lower (upper) sign corresponds to branch 1 (2). From the above equations we see that $0_{1}$ is not a pole but a simple zero, since equation (30) implies $b=a \sqrt{\alpha \beta}$, whereas $0_{2}$ and $\infty_{1}$ are both simple poles with residues given by

$$
\begin{align*}
& \operatorname{Res}\left(0_{2}\right)=\frac{1}{2}(b+a \sqrt{\alpha \beta})=b  \tag{33}\\
& \operatorname{Res}\left(\infty_{1}\right)=-\frac{b}{2}-\frac{a \sqrt{\alpha+\beta}}{4} \tag{34}
\end{align*}
$$

while $\infty_{2}$ is a third-order pole with residue given by

$$
\begin{equation*}
\operatorname{Res}\left(\infty_{2}\right)=-\frac{b}{2}+\frac{a \sqrt{\alpha+\beta}}{4} \tag{35}
\end{equation*}
$$



Figure 4. The construction of the Riemann surface $M$ of $\varepsilon(t)$ (equation (29)) from cut $t$-planes for $(a) c^{2}<a b$ and $(b) c^{2}>a b$. Both cases lead to a torus topologically.

We again note that the sum of the residues vanishes, in agreement with the residue theorem on compact Riemann surfaces. The branch points $\pm \sqrt{\alpha}$ and $\pm \sqrt{\beta}$ are all simple zeros of $\varepsilon(t) \mathrm{d} t$. This is due to the fact that, besides $0_{1}, \varepsilon(t)$ does not have any zeros, while $\mathrm{d} t$, as a meromorphic differential on $M$, has simple zeros at $\pm \sqrt{\alpha}$ and $\pm \sqrt{\beta}$.

We also note that $\varepsilon(t) \mathrm{d} t$ satisfies the Poincare-Hopf index formula for meromorphic differentials on a compact Riemann surface, which states that the number of zeros (counting multiplicities) minus the number of poles (counting multiplicities) of any meromorphic differential on a compact Riemann surface of genus $g$ is equal to $2 g-2$. In the present case $g=1$, so the number of zeros of $\varepsilon(t) \mathrm{d} t$ must be equal to the number of poles of $\varepsilon(t) \mathrm{d} t$, being five in each case, counting multiplicities.

Figure 4 illustrates the construction of the Riemann surface $M$ for $\varepsilon(t)$ from the compactified cut Riemann sheets. The location of the branch points $\pm \sqrt{\alpha}$ and $\pm \sqrt{\beta}$ with respect to the real and imaginary $t$-axes depends on the sign of the quantity $c^{2}-a b$, which by assumption is non-zero (cf equation (30)). A torus results for both cases.

The topology of the Riemann surface $M$ is closely related to the analytic properties of meromorphic functions and Abelian differentials that can exist on $M$. The relationship is embodied in the Riemann-Roch theorem, which, when applied to the Abelian differential $\omega=\varepsilon(t) \mathrm{d} t$ (with $\varepsilon(t)$ specified by equation (29)), implies that $\omega$ belongs to a fivedimensional linear vector space of Abelian differentials on $M$ with poles of orders not


Figure 4. (Continued)
greater than those of $\omega$ at the same points $\dagger$.
Since $\Pi_{1}(M)=H_{1}(M)=\mathbb{Z}^{2}$ for a torus, the homology (homotopy) class index $\mu$ in equation (17) labels two integers $n \in \mathbb{Z}$ and $m \in \mathbb{Z}$. We will pick specific oriented closed curves $\zeta$ and $\eta$ belonging to the classes $(1,0)$ and $(0,1)$ which do not traverse any of the singularities of $\varepsilon(t) \mathrm{d} t$, as in figure 5 . Then an arbitrary curve $\mathcal{C}_{\mu}$ from $\tau_{1}$ to $\tau_{2}$ (where $\tau_{1}$ is some real $t$-value on the first sheet of $\varepsilon(t)$ and $\tau_{2}$ the corresponding real value on the second sheet $)$ is homotopic to $I_{0}+(n$ loops of $\zeta)+(m$ loops of $\eta)$, where $I_{0}$ is a direct path from $\tau_{1}$ to $\tau_{2}$ not traversing any singularities of $\varepsilon(t) \mathrm{d} t$. We write

$$
\begin{equation*}
\mathcal{C}_{\mu} \sim I_{0} \zeta^{n} \eta^{m} \tag{36}
\end{equation*}
$$

Note that $\tau_{1} \neq 0$ and $\tau_{2} \neq 0$ are chosen as the end points of $\mathcal{C}_{\mu}$ due to the fact that $0_{2}$ is a pole of $\omega$. This choice has no effect on the transition amplitude given by equation (17).
$\dagger$ This result is obtained by considering the divisor

$$
D=-0_{2}-\infty_{1}-3 \infty_{2}
$$

in the Riemann-Roch theorem, where $0_{2}, \infty_{1}$, and $\infty_{2}$ are poles of orders 1,1 , and 3 , respectively, of the Abelian differential $\varepsilon(t) \mathrm{d} t(\varepsilon d(t)$ given by equation (29)). The Riemann-Roch theorem, a deep result relating the topological and analytical properties of compact Riemann surfaces, is discussed in any standard work on Riemann surfaces, algebraic curves, and algebraic geometry, such as $[15,16,19]$.


Figure 5. Non-trivial oriented homotopy paths $\zeta$ and $\eta$ on the Riemann surface of $\varepsilon(t)$ (equation (29)). A general path from $\tau_{1}$ to $\tau_{2}$ leading to quantum transition is homotopic to $I_{0} \zeta^{n} \eta^{m}$, where $n, m \in \mathbb{Z}$.

Based on a general theorem of Abelian integrals on a Riemann surface, the transition amplitude $C_{2}(\infty)$ given by equation (17) can then be written in the form [20]

$$
\begin{align*}
C_{2}(\infty)= & \sum_{\substack{n, m, k_{1}, k_{2}, k_{3}}}^{\prime} \\
& \exp \left\{\mathrm{i}\left(n \gamma_{\zeta}+m \gamma_{\eta}\right)\right\} \exp \left[-\frac{\mathrm{i}}{\hbar}\left\{\int_{I_{0}} \varepsilon(t) \mathrm{d} t+n \int_{\zeta} \varepsilon(t) \mathrm{d} t\right.\right.  \tag{37}\\
& \left.\left.+m \int_{\eta} \varepsilon(t) \mathrm{d} t+2 \pi \mathrm{i}\left(k_{1} \operatorname{Res}\left(0_{2}\right)+k_{2} \operatorname{Res}\left(\infty_{1}\right)+k_{3} \operatorname{Res}\left(\infty_{2}\right)\right)\right\}\right]
\end{align*}
$$

In this equation $n, m, k_{1}, k_{2}, k_{3}$ all $\in \mathbb{Z}$, the three residues are given by equations (33)-(35), $\gamma_{\zeta}$ and $\gamma_{\eta}$ are the geometric phases corresponding to the closed loops $\zeta$ and $\eta$, respectively (cf equations (9) and (17)) and the prime above the summation sign denotes a restricted sum: only those values of $n, m, k_{1}, k_{2}, k_{3}$ are allowed such that the quantity within the brackets \{\} has a negative imaginary part. We note that $\zeta$ and $\eta$ are specific closed loops on $M$, not homotopy classes.

For the remainder of this section we will study the relationships between the three integrals occurring in equation (37).

First we display in figure 6 a possible choice for the path $I_{0}$ on the cut Riemann spheres corresponding to the two sheets of $\varepsilon(t)$ for both the cases $c^{2}<a b$ and $c^{2}>a b$ (cf figure 4). In each case $I_{0}^{\prime}$ represents the complex-conjugated path of $I_{0}$. It is clear we can choose the loop $\eta$ (of figure 5) such that it is the combination of $I_{0}$ and $-I_{0}^{\prime}$. Also, since $\varepsilon(t)$ is real on the real axis, the reflection principle implies that

$$
\begin{equation*}
\int_{I_{0}} \varepsilon(t) \mathrm{d} t=\left(\int_{I_{0}^{\prime}} \varepsilon(t) \mathrm{d} t\right)^{*} \tag{38}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\int_{\eta} \varepsilon(t) \mathrm{d} t=\int_{I_{0}} \varepsilon(t) \mathrm{d} t-\int_{I_{0}^{\prime}} \varepsilon(t) \mathrm{d} t=2 \mathrm{i} \operatorname{Im} \int_{I_{0}} \varepsilon(t) \mathrm{d} t . \tag{39}
\end{equation*}
$$

To relate $\int_{\zeta} \varepsilon(t) \mathrm{d} t$ to $\int_{\tilde{\eta}} \varepsilon(t) \mathrm{d} t$ we use the following Riemann bilinear relation on two closed differentials $\theta$ and $\tilde{\theta}$ on a compact Riemann surface $M$ of genus $g \dagger$ :

$$
\begin{equation*}
\int_{\partial M} f \tilde{\theta}=\sum_{l=1}^{g}\left[\int_{\zeta_{l}} \theta \int_{\eta_{l}} \tilde{\theta}-\int_{\eta_{l}} \theta \int_{\zeta_{l}} \tilde{\theta}\right] \tag{40}
\end{equation*}
$$

where $\theta=\mathrm{d} f, \partial M$ is the boundary of a $4 g$-sided polygon representing the canonically dissected Riemann surface with oriented sides $\zeta_{l}, \eta_{l}, \zeta_{l}^{-1}, \eta_{l}^{-1}$ which generate $\Pi_{1}(M)$. For
(a) $\mathrm{c}^{2}<\mathrm{ab}$

(b) $\mathrm{c}^{2}>\mathrm{ab}$

(c)


Figure 6. A choice of the path $I_{0}$ in equation (37) and figure 5 for the two cases (a) $c^{2}<a b$ and $(b) c^{2}>a b$, displayed on cut Riemann spheres; $(c)$ represents both cases $(a)$ and $(b)$ on the Riemann surface $M$ (a torus). $t$ and $t^{*}$ (complex conjugate of $t$ ) represent distinct points on the cut-edges and thus distinct points on $M . I_{0}^{\prime}$ is the complex conjugate of $I_{0}$.
the present case $g=1$, so this polygon is simply a rectangle with opposite sides identified. We choose $\theta$ to be the holomorphic differential

$$
\begin{equation*}
\theta=\mathrm{d} f \equiv \frac{\mathrm{~d} t}{\sqrt{(t-\sqrt{\alpha})(t+\sqrt{\alpha})(t-\sqrt{\beta})(t+\sqrt{\beta})}} \tag{41}
\end{equation*}
$$

where $\alpha$ and $\beta$ are given by equation (30) and $\tilde{\theta}$ to be the Abelian action differential

$$
\begin{equation*}
\tilde{\theta} \equiv \varepsilon(t) \mathrm{d} t \tag{42}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{\partial M} f(t) \varepsilon(t) \mathrm{d} t=\Omega_{\zeta} \int_{\eta} \varepsilon(t) \mathrm{d} t-\Omega_{\eta} \int_{\zeta} \varepsilon(t) \mathrm{d} t \tag{43}
\end{equation*}
$$

where

$$
\begin{equation*}
\Omega_{\zeta} \equiv \int_{\zeta} \frac{\mathrm{d} t}{\sqrt{(t-\sqrt{\alpha})(t+\sqrt{\alpha})(t-\sqrt{\beta})(t+\sqrt{\beta})}} \tag{44}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{\eta} \equiv \int_{\eta} \frac{\mathrm{d} t}{\sqrt{(t-\sqrt{\alpha})(t+\sqrt{\alpha})(t-\sqrt{\beta})(t+\sqrt{\beta})}} \tag{45}
\end{equation*}
$$

are recognized to be the two basic periods of the (doubly periodic) elliptic function defined as the inverse function, $t(w)$, of

$$
\begin{equation*}
f(t)=\int_{t_{0}}^{t} \frac{\mathrm{~d} t}{\sqrt{\left(t^{2}-\alpha\right)\left(t^{2}-\beta\right)}} \tag{46}
\end{equation*}
$$

where $t_{0}$ is an arbitrary point in $M \dagger$. Choosing $t_{0}=\sqrt{\alpha}$, we immediately see that

$$
\begin{equation*}
f\left(0_{1}\right)+f\left(0_{2}\right)=f\left(\infty_{1}\right)+f\left(\infty_{2}\right)=0 \tag{47}
\end{equation*}
$$

due to the sign difference of the square root in the integrand of equation (46) on the different Riemann sheets.

The left-hand side of equation (43) can be evaluated by the residue theorem:

$$
\begin{align*}
\int_{\partial M} f(t) \varepsilon(t) \mathrm{d} t & =-2 \pi \mathrm{i} a\left[\frac{\sqrt{\alpha \beta}}{2}\left\{f\left(0_{1}\right)-f\left(0_{2}\right)\right\}+\left(\frac{\alpha+\beta}{4}\right)\left\{f\left(\infty_{1}\right)-f\left(\infty_{2}\right)\right\}\right] \\
= & -2 \pi \mathrm{i} a A\left[\sqrt{\alpha \beta}+\left(\frac{\alpha+\beta}{2}\right)\right] \tag{48}
\end{align*}
$$

where

$$
\begin{equation*}
A \equiv f\left(0_{1}\right)=-f\left(0_{2}\right)=\frac{1}{2}\left\{f\left(0_{1}\right)-f\left(0_{2}\right)\right\} \tag{49}
\end{equation*}
$$

In the second equality of equation (48), we have used the following fact:

$$
\begin{equation*}
f\left(\infty_{1}\right)-f\left(\infty_{2}\right)=f\left(0_{1}\right)-f\left(0_{2}\right)=2 A \tag{50}
\end{equation*}
$$

which follows from applying Canchy's theorem to the closed loop shown in figure $7(a)$. Figure $7(b)$ displays the values of $\int \mathrm{d} f$ over segments of the homotopy loop $\eta$ in terms of the constant $A$ defined in equation (49), obtained by application of the reflection principle and the fact that $f$ has opposite signs on the two Riemann sheets comprising $M$. This figure also shows that

$$
\begin{equation*}
\Omega_{\eta}=2 \mathrm{i} \operatorname{Im} A \tag{51}
\end{equation*}
$$

which implies that the basic period $\Omega_{\eta}$ is purely imaginary.
At this point we have to distinguish between the two cases (i) $c^{2}>a b$ (figure $4(b)$ ) and (ii) $c^{2}<a b$ (figure $4(a)$ ). In case (i) it is easily seen, by referring the contour of integration in equation (46) (with $t_{0}=\sqrt{\alpha}$ and $t=0_{1}$ ) to figure $4(b)$, that $A=f\left(0_{1}\right)$ is purely imaginary. Thus equation (51) implies

$$
\begin{equation*}
\Omega_{\eta}=2 A \quad\left(c^{2}>a b\right) \tag{52}
\end{equation*}
$$

We then obtain, from equations (43) and (48), the following relationship between $\int_{\zeta} \varepsilon(t) \mathrm{d} t$ and $\int_{\eta} \varepsilon(t) \mathrm{d} t$ for the case $c^{2}>a b$ :

$$
\begin{equation*}
\int_{\zeta} \varepsilon(t) \mathrm{d} t=\frac{1}{\tau} \int_{\eta} \varepsilon(t) \mathrm{d} t+\mathrm{i} \pi a\left[\sqrt{\alpha \beta}+\left(\frac{\alpha+\beta}{2}\right)\right] \quad\left(c^{2}>a b\right) \tag{53}
\end{equation*}
$$

$\dagger$ See, for example, ch 1 of [17].
(a)

(b)


Figure 7. Integration paths and values of the integrals for the holomorphic differential $\mathrm{d} f$ defined by equation (41). $\Omega_{\zeta}$ is a basic period of the elliptic function defined by $\mathrm{d} f$ (equation (44)) and $A$ is defined by equation (49).
where

$$
\begin{equation*}
\tau \equiv \frac{\Omega_{\eta}}{\Omega_{\zeta}} . \tag{54}
\end{equation*}
$$

We recall from equation (39) that $\int_{\eta} \varepsilon(t) \mathrm{d} t$ is purely imaginary.
For case (ii): $c^{2}<a b, A$ is no longer purely imaginary. We have

$$
\begin{equation*}
2 A=f\left(0_{1}\right)-f\left(0_{2}\right)=\int_{C_{1}+C_{2}+C_{3}} \mathrm{~d} f \tag{55}
\end{equation*}
$$

where the contours $C_{1}, C_{2}, C_{3}$ on the two cut Riemann sheets and their complex conjugate counterparts on the lower half planes, $C_{4}, C_{5}, C_{6}$, are shown in figure 8 . Defining

$$
\begin{align*}
& \int_{C_{1}} \mathrm{~d} f \equiv A^{\prime}  \tag{56}\\
& \int_{C_{2}} \mathrm{~d} f \equiv B \tag{57}
\end{align*}
$$

the opposite signs of the two branches of the integrand and the reflection principle imply

$$
\begin{align*}
& \int_{C_{3}} \mathrm{~d} f=A^{\prime}  \tag{58}\\
& \int_{C_{4}} \mathrm{~d} f=-A^{*}  \tag{59}\\
& \int_{C_{5}} \mathrm{~d} f=-B^{*}  \tag{60}\\
& \int_{C_{6}} \mathrm{~d} f=-A^{*} \tag{61}
\end{align*}
$$

Figure $7(b)$ and figure 8 then show that

$$
\begin{equation*}
\Omega_{\eta}=\mathrm{i}\left(2 \operatorname{Im} A^{\prime}+\operatorname{Im} B\right) \quad\left(c^{2}<a b\right) \tag{62}
\end{equation*}
$$

Now refer to the contour $C$ on the first cut Riemann sheet in figure $8(c)$. Since $\mathrm{d} f$ is holomorphic, $\int_{c} \mathrm{~d} f=0$. It is easily seen from equation (41) that the integral along the infinite quarter-circle vanishes, while the integral along the negative real axis equals $\Omega_{\zeta} / 2$ (figure $7(a)$ ). These results, together with the facts that the integral along the positive imaginary axis is purely imaginary and that $\Omega_{\zeta}$ is real, imply

$$
\begin{equation*}
\operatorname{Re} B=\Omega_{\zeta} / 2 \tag{63}
\end{equation*}
$$

Equation (55) thus yields

$$
\begin{equation*}
f\left(0_{1}\right)-f\left(0_{2}\right)=2 A^{\prime}+B=\Omega_{\eta}+\Omega_{\zeta} / 2 \tag{64}
\end{equation*}
$$

Analogous to equation (50) we have

$$
\begin{equation*}
f\left(\infty_{1}\right)-f\left(\infty_{2}\right)=f\left(0_{1}\right)-f\left(0_{2}\right)=\Omega_{\eta}+\Omega_{\zeta} / 2 . \tag{65}
\end{equation*}
$$

Finally equations (43) and (48) lead to the following relationship between $\int_{\zeta} \varepsilon(t) \mathrm{d} t$ and $\int_{\eta} \varepsilon(t) \mathrm{d} t$ for the case $c^{2}<a b$ :
$\int_{\zeta} \varepsilon(t) \mathrm{d} t=\frac{1}{\tau} \int_{\eta} \varepsilon(t) \mathrm{d} t+\mathrm{i} \pi a\left(1+\frac{1}{2 \tau}\right)\left\{\sqrt{\alpha \beta}+\frac{(\alpha+\beta)}{2}\right\} \quad\left(c^{2}<a b\right)$
where $\tau$ is defined by equation (54).


Figure 8. (a) and (b) represent contours of integration (in equations (55)-(61)) displayed on the cut Riemann sheets of the holomorphic differential $\mathrm{d} f$ (equation (41)). (c) represents a contour on the first sheet to establish equation (63). The entire figure applies only to the case $c^{2}<a b$.

The above analysis shows that the Abelian integrals in our central result of this section (equation (37) for the transition amplitude) all depend on just one integral $\int_{I_{0}} \varepsilon(t) \mathrm{d} t$ (recall equation (39)) and the ratio of the two basic periods, $\tau$, of the elliptic function defined by equation (46).

## 6. Directions for further study

In this paper we hope to have conveyed some of the utility and elegance of the mathematics of algebraic functions and Abelian integrals on compact Riemann surfaces as applied to the semiclassical theory of molecular collisions. We illustrated the mathematical ideas and techniques involved by two simple models, possibly the simplest ones for the genus zero and genus one cases. The $g=0$ model leads to the tried-and true Landau-Zener formula. The success of our approach in this simple but important case motivates the study of models with more complicated topology and complex structures. Although it is not immediately clear how our $g=1$ model relates to specific molecular systems, we hope it gives some flavour of the problems one is likely to encounter in more realistic models of molecular collisions, which will most likely involve $g>1$ compact Riemann surfaces, or indeed non-compact ones. In particular it is quite instructive to see how differences in the Hamiltonian matrices for these models can lead to basic differences in the topological and analytic structures of the Riemann surfaces governing quantum transitions. The $g>1$ cases, however, will require considerably more sophisticated mathematical tools as the uniformization of the corresponding algebraic curves require more complicated meromorphic function fields than the elliptic functions encountered in the last section.

There is a degree of magic to the Landau-Zener formula, which owes its power perhaps to the very simplicity of the model on which it is based. The Hamiltonian for this model (equation (18)) only describes the physical situation locally (near the transition region in the nuclear coordinates). Yet as we have amply demonstrated in this paper, it is the very global properties (topological and analytic) of the Riemann surface of the potential energy function $\varepsilon(t)$ that dictate the (physically) local quantum transitions. Indeed, the transition amplitudes for transitions which occur physically near $t=0$ curiously depend solely on the residues of $\varepsilon(t) \mathrm{d} t$ at $t=\infty$. A similar state of affairs exists in the $g=1$ model. Now, in a physical sense, what happens around $t=\infty$ in a more realistic model (with very likely large $g$ ) will differ markedly from the low genus models. The question thus arises: To what extent can one approximate $H(t)$ in equation (1) locally but make use of the global properties of the approximated form to calculate transition probabilities? This intriguing question definitely merits further investigation.

Another important problem that is not fully addressed in this paper is the proper choice of meromorphic functions $R_{i}(t)$ representing classical trajectories for the nuclear coordinates. These functions allow us to work with an algebraic curve (defined by equation (4)) relating $\varepsilon$ to $t$ rather than an algebraic variety (relating $\varepsilon$ to $R_{1}, \ldots, R_{m}$ )—a considerably more complicated mathematical object. A reasonable procedure is to obtain the $R_{i}(t)$ from integration of Hamilton's equations using the single potential function $\varepsilon_{k}\left(R_{1}, \ldots, R_{m}\right)$ (the branch of the potential function $\varepsilon\left(R_{1}, \ldots, R_{m}\right)$ defined from the above-mentioned variety) corresponding to the initial electronic state. This approach, however, leaves open the problem of the possibility of transitions from state $k$ to state $l(k \neq l)$ within some interval of time. Another procedure is to incorporate local transitions within the framework of Hamilton's equations by complexifying $d t$ at some appropriate (real) time instant to bring about instantaneous potential-energy surface 'hops'. This procedure also suffers from serious mathematical difficulties and physical ambiguities, such as the problem of the continuity of the canonical momenta at the instant of transition and the choice of the exact instant of transition. The most practical approach seems to be the search for empirical choices for local nuclear trajectories $R_{i}(t)$ (in the spirit of the Landau-Zener straight-line trajectories), short of pursuing a rigorous classical mechanical analysis, which will lead to acceptable approximations to particular systems.

A final problem deserving a more complete treatment is the geometric phase factor (equation (7)). These have not been calculated explicitly for the $g=1$ model. A more thorough investigation would involve studying the analytic properties of $\phi(t)$ and $\dot{\phi}(t)$ considered as analytic continuations of $\phi_{i}(t)$ from the real $t$-axis and possibly looking into the gauge theory aspects of $\langle\phi \mid \dot{\phi}\rangle$ considered as connections on vector bundles on Riemann surfaces.
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